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Abstract—This paper develops a Bayesian-based hypothesis testing procedure to be applied in conjunction with topology error processing via normalized Lagrange multipliers. As an advantage over previous methods, the proposed approach eliminates the need of repeated state estimator runs for alternative hypothesis evaluation. The identification process assumes that the set of switching devices is partitioned into suspect and true subsets. A geometric test is devised to ensure that all devices with wrong status are included in the suspect set. In addition, the results of criticality analysis performed at substation physical level prevents the occurrence of matrix singularities, which otherwise would degrade the performance of topology error identification. The IEEE 24-bus test system represented at physical level is employed to evaluate the proposed approach, considering diverse substation layouts and distinct types of topology errors.


I. INTRODUCTION

With deregulation of the power industry currently taking place worldwide, Power System State Estimation (PSSE) has gained an even greater importance as a real-time monitoring tool. PSSE is widely recognized as the basic monitoring tool of the Independent System Operator (ISO) in the new decentralized and competitive environment. A relevant factor for PSSE success is its inherent ability for detecting and identifying bad data, which imparts robustness and reliability to the real-time modeling process. In order to perform both state estimation and bad data processing, PSSE traditionally relies on power system models in which the network is represented at the bus-branch level [1].

Assuming that the network parameters are known, there are two main sources of bad data that may occur in power system real-time modeling: a) Errors on analog measurements, and b) Errors on digital data reporting the status of switches and circuit breakers. The bus-branch model has proved to be adequate in the former case, since it allows the computation of estimation residuals for the measured quantities. Residuals are floating-point quantities easily characterized from the statistical standpoint. Therefore, they naturally qualify for statistical tests that are usually effective for analog bad data processing [1], [2].

In the case of digital bad data, however, the bus-branch model does not provide means for the explicit representation of switches and circuit breakers. As a consequence, it is not possible to associate statistically characterized values to those switching components. This is the reason why most of the topology error identification methods proposed until 1995 basically attempt to indirectly infer the presence of topology errors from its impact on analog measurement’s estimation residuals. Although this approach has given reasonable results in some cases, it had to resort to heuristic procedures in order to define a correspondence between estimation residuals and the erroneous modeled switching branches [3], [4], [5]. Knowledge-based techniques based on Expert Systems have also been employed to deal with the same problem [6], [7].

In the beginning of the last decade, the solution of the problem of representing zero impedance branches [8], [9] pointed the way for the so-called Generalized State Estimation [10]. According to this concept, the complete state estimation process is conducted in two stages. The first stage corresponds to the conventional procedure which employs the bus-branch model. If an error is detected, the region of the network where it occurs is identified as the anomaly zone (or “bad data pocket”). The second stage, only invoked in case of a previous error detection, is based on a detailed description of the anomaly zone, whose substations are then represented at the bus section level. Therefore, the switching branches (switches and circuit breakers) are now explicitly present in the network model. Observability and criticality analysis tools applicable to generalized state estimation have been recently developed [11].

In [12], the problem corresponding to the second stage in generalized state estimation is formulated as an optimization problem where switching branch status appear as equality constraints. This allows the association of Lagrange multipliers to each switching branch status. As shown in [12], those Lagrange multipliers can be statistically characterized, what makes it possible to extend the use of hypothesis testing to identify topology errors as well. In spite of its sound theoretical foundation, the procedure proposed in [12] requires an state estimation result for each alternative hypothesis. Since the number of alternative hypotheses may be high, depending on the number of suspect circuit breakers, topology error identification may demand significant computing times.

This paper builds on the approach proposed in [12] to devise a more efficient topology error identification method. The main improvements are related to the introduction of hypothesis testing based on Bayesian statistics to avoid the need of repeated runs of the state estimator for hypothesis evaluation. Since the proposed procedure only relies on state estimation results for the base case, the computational burden...
is dramatically reduced.

In addition to enhancing hypothesis testing, topology error identification is also improved by partitioning the modeled switching devices into suspect and true subsets. To ensure that all devices with wrong status are included in the suspect set, we propose a geometric test similar to the one proposed in [13] which provides conclusive results with a very low computational cost. Finally, to avoid observability traps during the hypothesis testing of the various circuit breaker configurations, we resort to two strategies: a priori information on the states are used to get around observability problems in the preliminary steps, and criticality analysis [11] is included as an aiding tool to avoid matrix singularity due to the above-mentioned switching branch partition.

This paper is organized as follows. The required background to introduce the proposed topology error identification method is reviewed in Section II. The formulation of Generalized State Estimation as a constrained least-squares problem with a priori information is presented in Section III, along with the definition of normalized Lagrange multipliers. Section IV describes the proposed tools to enhance topology error identification via hypothesis testing. Bayesian-based hypothesis testing and criticality analysis [11] is included as an aiding tool to avoid matrix singularity due to the above-mentioned switching branch partition.

This paper is organized as follows. The required background to introduce the proposed topology error identification method is reviewed in Section II. The formulation of Generalized State Estimation as a constrained least-squares problem with a priori information is presented in Section III, along with the definition of normalized Lagrange multipliers. Section IV describes the proposed tools to enhance topology error identification via hypothesis testing. Bayesian-based hypothesis testing and the basic algorithm of the proposed method are described in Section V. Section VI discusses some practical issues related to the method’s implementation. Finally, simulation results illustrating the application of the proposed approach and the concluding remarks are presented in Section VII and VIII.

II. BACKGROUND

A. Embedding Switching Branches in State Estimation

The representation of switching branches in the network model and its impact on state estimation [8], [9] leads to the extension of power system modeling down to the substation level. In this approach, the switching branches are represented in the network model by extending the state vector so as to include the power flows through these devices as new state variables, in addition to the conventional states given by the vector of nodal voltages. Available switching branch status information are included in the estimation problem as pseudo-measurements or equality constraints. If a switching branch between nodes $i$ and $j$ is closed, then the voltage drop and the voltage angle difference across this device are zero, i.e. $v_i - v_j = 0$ and $\delta_i - \delta_j = 0$. On the other hand, if the circuit breaker is open then the active and reactive power flows through it are zero, i.e. $p_{ij} = 0$ and $q_{ij} = 0$.

In this paper, the extended state estimation is treated as an optimization problem as proposed in [12] and the switching branches status information are included into the problem as equality constraints, which will be referred to as operational constraints ($h_o(\cdot)$). Another group of information or constraints considered in the extended state estimation are the structural constraints ($h_s(\cdot)$), which are related to zero injections at bus sections and to reference bus angles.

B. Modeling State A Priori Information

As remarked in [12], topology error identification methods based on the substation level of the network model can be jeopardized by the occurrence of critical sets involving operational constraints. Critical sets formed by switching branch status are dictated by the topology of the network, so that they can not be eliminated by simply reinforcing the measurement set. To alleviate their degrading effects on the performance of topology error identification we propose that previous information regarding the state variables are included in the estimation problem. A priori information on the states, $\hat{x}$, can be modeled in the optimization problem by adding the following term to its objective function [14]:

$$\frac{1}{2}(\hat{x} - \bar{x})^T P^{-1}(\hat{x} - \bar{x})$$

where $\hat{x}$ is the extended state variable vector and $P$ is the covariance matrix of the a priori states. In the absence of better information about a priori values for bus voltage angles $\theta$, one can assume that they are equal to zero radian, i.e. $\hat{x}_\theta = 0$ rad. To define the corresponding covariance values in matrix $P$, we assume that the $\hat{x}_\theta$’s are uncorrelated and uniformly distributed in the interval $[-\theta_{\text{lim}}, \theta_{\text{lim}}]$, where $\theta_{\text{lim}}$ establishes an upper bound for $\theta$ values under steady-state stable conditions (for instance, $\theta_{\text{lim}} = \pi/2$ rad). A similar procedure can be adopted for the remaining state variables.

Another important consequence of employing a priori information is that it circumvents the need of defining multiple reference angles when islanding occurs during topology error processing, as discussed in Section VI-A.

III. CONSTRAINED GENERALIZED STATE ESTIMATION WITH A PRIORI INFORMATION

A. Problem Formulation

Consider an $N$-bus power network monitored by $m$ measurements and let $n$ be the total number of generalized states. Considering a priori information, modeled as presented in subsection II-B, the state estimation problem can be formulated as an optimization problem, subject to the structural and operational constraints along with the measurement model equations as follows:

Minimize $\frac{1}{2}r_m^T R_m^{-1} r_m + \frac{1}{2}(\hat{x} - \bar{x})^T P^{-1}(\hat{x} - \bar{x})$

Subject to $r_m = z_m - h_m(\hat{x})$,

$$h_o(\hat{x}) = 0$$

where $z_m$ and $r_m$ are the measurement vector and residual vector, respectively, $R_m$ is the measurement error covariance matrix and $h_m(\cdot)$ is the vector of measured quantities.

The first-order necessary conditions for the optimal solution of problem (2) can be expressed as:

$$R\lambda - z + h(\hat{x}) = 0$$

$$H^T \lambda - P^{-1}(\hat{x} - \bar{x}) = 0$$
Therefore, the Lagrange multipliers are normalized as:

\[
\lambda \triangleq \begin{bmatrix} \lambda_m & \lambda_s & \lambda_o \end{bmatrix}^T
\]

where:

\[
h(\hat{x}) \triangleq \begin{bmatrix} h^T_m(\hat{x}) & h^T_s(\hat{x}) & h^T_o(\hat{x}) \end{bmatrix}^T
\]

and, if \( R_o \) is the diagonal covariance matrix of the operational constraints,

\[
R = \begin{bmatrix} R_m & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & R_o \end{bmatrix}
\]

When we linearize equations (3) and (4) about a given state vector \( \hat{x}^k \), we obtain:

\[
\begin{bmatrix} -P^{-1} & H^T \\ H & R \end{bmatrix} \begin{bmatrix} \Delta \hat{x} \\ \lambda \end{bmatrix} = \begin{bmatrix} -P^{-1}(\hat{x} - \hat{x}^k) \\ z - h(\hat{x}^k) \end{bmatrix}
\]

The solution of this extended state estimation problem can be iteratively obtained by applying Hachtel’s method, which solves linear systems of the form given by Eq. (10). The state estimates are updated as \( \hat{x}^{(k+1)} = \hat{x}^k + \Delta \hat{x} \). 

B. Normalized Lagrange Multipliers

The extended measurement/constraint vector, \( z \), can be related to \( x \) by:

\[
z = h(x) + \epsilon
\]

where \( \epsilon = \begin{bmatrix} \epsilon_m^T & 0 & 0 \end{bmatrix}^T \). Let \( \hat{x} \) be the state estimate error vector, defined as

\[
\hat{x} = \hat{x} - x
\]

In reference [12], it is shown how to obtain the covariance matrices for \( \hat{x} \) and \( \lambda \) from the coefficient matrix of Eq. (10). Reference [12] does not consider \textit{a priori} state information, but its results can be easily extended. As shown in [15], the following relationships apply if \textit{a priori} information on the states are taken into account:

\[
\begin{bmatrix} \hat{x} \\ \lambda \end{bmatrix} = \begin{bmatrix} -\Sigma & C^T \\ C & V \end{bmatrix} \begin{bmatrix} P^{-1}(x - \hat{x}) \\ \epsilon \end{bmatrix}
\]

where:

\[
\begin{bmatrix} -\Sigma & C^T \\ C & V \end{bmatrix} \triangleq \begin{bmatrix} -P^{-1} & H^T \\ H & R \end{bmatrix}^{-1}
\]

From equation (13) we can see that the Lagrange multiplier vector is related to the measurement/constraint error vector \( \epsilon \) by:

\[
\lambda = V \epsilon + CP^{-1}(x - \hat{x})
\]

It can be demonstrated that \( V \) qualifies as the covariance matrix of \( \lambda \), even in the presence of \textit{a priori} information [15]. Therefore, the Lagrange multipliers are normalized as:

\[
\lambda_i^N = \frac{\lambda_i}{\sqrt{v_{ii}}}
\]

where \( v_{ii} \) is the \( i \)-th diagonal element of the Lagrange multiplier covariance matrix, \( V \).

IV. TOPOLOGY ERROR ANALYSIS

A. Outline of the Proposed Approach

The topology error identification method proposed in this paper uses Bayes’ theorem based hypothesis testing to identify the correct configuration of the network. Prior to applying hypothesis testing, the magnitude of the normalized Lagrange multipliers are monitored to detect topology errors and to select switching devices suspect of being erroneously modeled. The aim is to partition the set of modeled circuit breakers into suspect (\( S \)) and true (\( T \)) subsets. Hypothesis testing can then be restricted to set \( S \).

This procedure is similar to the one presented in [2] for multiple analog bad data processing. As in the analog bad data analysis, the inadvertent inclusion of erroneous data into set \( T \) instead of \( S \) violates the assumption that all erroneous data are included in \( S \) and degrades the statistical properties of data in both sets. Another difficulty that may arise in this stage is data criticality. The incidence of critical data or critical \( k \)-tuple sets among the members of \( S \) leads to the singularity of \( V_S \) (the partition of the covariance matrix \( V \) corresponding to set \( S \)), which is used in the identification stage. Both issues have to be carefully dealt with, since they may severely affect the performance of the identification procedure presented in Section V.

In this paper, we combine the results of generalized criticality analysis [11] with a geometric interpretation of Lagrange multipliers [16] to circumvent both above mentioned problems. The topological criticality analysis proposed in [11] is used to determine critical operational constraints and critical sets of operational constraints. The wrong status of a critical switching branch is undetectable [12],[11], so that the occurrence of critical constraints in the network under study should be prevented. This can be accomplished by extending the bad data pocket as proposed in [12] and [17], where loops are included to eliminate critical operational constraints. In what follows, we assume that a similar procedure is used, so that no such constraints occur in the network under study.

As for critical sets of constraints, they are dealt with by creating an additional partition of set \( S \). By this means we are able to redefine matrix \( V_S \) in order to avoid singularity, as described in subsection IV-C.

The other issue is the inadvertent inclusion of erroneous data into the true set \( T \). To prevent that, a geometric test based on the orthogonal projections of the Lagrange multipliers onto the column space of \( V_S \) is applied [16]. The procedure presented in [16] is slightly changed to account for the extra partition mentioned above, as also detailed in subsection IV-C.

B. Generalized Observability/Criticality Analysis

Most observability analysis algorithms available in the literature are based on the conventional notion of state variables, restricted to the bus complex voltages. Therefore, they can not be directly applied to tackle observability issues that also arise in connection with generalized state estimation [10], [12]. Those issues have been approached from a numerical [18], a hybrid numerical/topological [10] and a purely topological [11] point of view.
In the generalized topological analysis [11], existing graph-theoretic observability algorithms are extended to deal with networks modeled at the substation level. The extended approach seeks an observable spanning tree in a generalized measurement graph. This graph is built taking into account the switching branch flows as new state variables. A feature of this topological method is its ability to simultaneously analyze system observability and measurement/constraint criticality. The latter provides subsidies for bad data and topology error identification in generalized state estimation, which are exploited in this paper.

The following extended definitions [11] will be used in further sections of this paper:

- **critical data**: a measurement/constraint is said to be critical if its suppression from the data set makes the system unobservable;
- **critical k-tuple set**: data subset composed by k measurements or constraints such that the elimination of any of its members makes all remaining k - 1 elements critical. For k = 2, we have the familiar case of critical pairs [2].

If a single member of a critical set is contaminated by a gross error, then all Lagrange multipliers corresponding to the members of C are affected by the error. In particular, the corresponding normalized Lagrange multipliers will have the same absolute value [11].

### C. Geometric Approach

To ensure topology error detectability, we will stick to our previous assumption that the network under study has been enlarged to avoid the occurrence of critical constraints. As a consequence, covariance matrix V contains no null columns [13]. For the time being, we also consider that no critical sets occur (this assumption will be re-examined at the end of this subsection). Let us partition V into columns corresponding to suspect (S) and true (T) switching branches:

\[
V = \begin{bmatrix} V_S & V_T \end{bmatrix}
\]  

(17)

If all data are perfect except for those in set S, the error vector is partitioned according to V as:

\[
\epsilon = \begin{bmatrix} \epsilon_S^T & 0 \end{bmatrix}^T
\]  

(18)

Assume also that the a priori information about the states is perfect, that is \( \bar{x} = x \). In this case Eq. (15) reduces to:

\[
\lambda = V \epsilon
\]  

(19)

By substituting Eqs. (17) and (18) into (19), we obtain:

\[
\lambda = V_S \epsilon_S
\]  

(20)

Equation (20) shows that if all erroneously modeled information are included in the suspect set S, then the Lagrange multiplier vector will lie on the column space of V_S. Therefore, it is possible to check if set S in fact contains the erroneous information by testing whether \( \lambda \) lies on the column space of V_S or not. For computational reasons, we choose to perform the test on \( R^{1/2} \lambda \) and \( R^{1/2}V_S \), instead of \( \lambda \) and V_S.

Vector \( R^{1/2} \lambda \) can be written as a sum of two orthogonal vectors:

\[
R^{1/2} \lambda = p + q
\]  

(21)

where p and q are the projections of \( R^{1/2} \lambda \) onto the column space of \( R^{1/2}V_S \) and onto its orthogonal complement, respectively. Under the assumption that all erroneous information are included in \( S \), we can mathematically verify that \( p = R^{1/2} \lambda \) and \( q = 0 \) [16]. Therefore, we can test whether set S contains all the erroneous information or not by calculating the cosine of the angle between p and \( R^{1/2} \lambda \). If \( \theta \) is this angle, then:

\[
\cos \theta = \frac{p^T R^{1/2} \lambda}{\sqrt{(\lambda^T R \lambda) (p^T p)}}
\]  

(22)

Eq. (22) can be re-written as [16]:

\[
\cos \theta = \frac{\lambda_S^2}{(\lambda^T R \lambda)}
\]  

(23)

where:

\[
\lambda_S = V_S^T R \lambda \quad ; \quad V_{SS} = V_S^T R V_S
\]  

(24)

Under the hypothesis that all measurement and a priori information are perfect and all constraints except those in set \( S \) correctly represent the network model, then the \( \cos \theta \) value calculated from equation (23) will be equal to 1.0. However, since measurement and a priori information are both random variables, in practice the value of \( \cos \theta \) will be slightly less than 1.0.

The above development is based on the assumption that no critical set is present among the members of S. However, critical sets of operating constraints do occur in practice, and the columns of V related to data pertaining to a critical set are collinear [13]. If members of a critical set are selected as suspect, then matrix V_{SS} will be singular and the cosine test based on Eq. (23) cannot be applied.

To get around the singularity of V_{SS}, we use the results of the a priori criticality analysis [11] to identify whether members of critical sets have been selected as suspect. This being the case, a single member of each suspect critical k-tuple set is selected as its “representative” to be included in a refined list of suspect data, composed as follows. Let \( S \) be the subset of S whose elements either do not belong to any critical set or are representatives of critical k-tuple sets. In addition, let C denote the remaining elements of \( S \), that is, the remaining k - 1 members of each suspect critical k-tuple set. Matrix V_S and error vector \( \epsilon_S \) are partitioned accordingly, yielding

\[
V_S = \begin{bmatrix} V_S & V_C \end{bmatrix} ; \quad \epsilon_S = \begin{bmatrix} \epsilon_S^T & \epsilon_C^T \end{bmatrix}^T
\]  

(25)

From Eq. (20), we can now rewrite \( \lambda \) as

\[
\lambda = V_S \epsilon_S + V_C \epsilon_C
\]  

(26)

The above partition implies that the columns of V_S are linearly independent, whereas each column of V_C can be written as a linear combination of the columns of V_S. Thus, the \( i - th \) column of V_C can be written as \( v_C = V_S a_i \), where \( a_i \) is a
vector of coefficients that define the linear combination. If \( n_C \) is the number of elements in \( C \), then

\[
V_C = [V_S \ a_1, \ldots, V_S \ a_{n_C}] = V_S \ [a_1, \ldots, a_{n_C}] = V_S \ A
\]

By substituting Eq. (27) into Eq. (26), we have

\[
\lambda = V_S \ \epsilon_S + V_S \ A \ \epsilon_C = V_S \ (\epsilon_S + A \ \epsilon_C) = V_S \ \bar{\epsilon}
\]

where \( \bar{\epsilon} = \epsilon_S + A \ \epsilon_C \). Equation (28) should be compared with Eq. (20). It shows that matrices \( V_S \) and \( V_S \) span the same column space, so that we can investigate if set \( S \) contains all erroneous data by verifying if \( \lambda \) lies on the column space of \( V_S \). Therefore, the only changes needed to make Eqs. (23) and (24) also applicable when critical \( k \)-tuple sets are present is to replace subscript \( \tilde{S} \) by \( S \). If \( S \) contains a representative of a critical set and the cosine test points out that \( S \) includes all bad data, this should be understood as an indication that all members of the critical set (not only its representative) are suspect of being erroneously modeled. The final conclusion about the location of the topology errors will be provided by the hypothesis testing procedure, to be discussed in the next section.

V. TOPOLOGY ERROR IDENTIFICATION VIA HYPOTHESIS TESTING

A. Determining a Suspect Set of Switching Branches

As remarked before, the proposed hypothesis testing is applied only to the suspect switching branches. The suspect set is determined by monitoring the magnitude of the normalized Lagrange multipliers associated to the operational constraints \( \lambda^N_{o,i} \), in the same way we detect suspect data in subsection IV-C. Therefore, if the magnitude of \( \lambda^N_{o,i} \) is larger than a threshold \( \lambda_t \), the switching branch related to operational constraint \( i \) is selected as suspect.

The task of defining a value for threshold \( \lambda_t \) is facilitated by the fact that Lagrange multipliers \( \lambda \) can be statistically characterized. To show that, we start from the same assumptions underlying Eq. (19). In addition, we consider the measurement errors as zero mean, normally distributed random variables. In the absence of gross errors, the above implies that \( \lambda \) will also be zero mean and normally distributed, with covariance matrix \( V \) [12]. We are now able to define a hypothesis testing procedure whose null hypothesis states that the model is topology error free. The threshold \( \lambda_t \) can be obtained, for instance, from a fixed \( \alpha \) strategy to test the null hypothesis, where \( \alpha \) is the false alarm probability [2]. A choice of \( \alpha = 1\% \) would imply a threshold \( \lambda_t = 2.6 \) for the normalized Lagrange multiplier values. In this paper, we use \( \lambda_t = 3.0 \).

To ensure the selection of all erroneously modeled switching branches as suspect, the geometric test presented in subsection IV-C is applied as follows. If the \( \cos \theta \) value is sufficiently close to 1.0, we may conclude that all erroneously modeled switching branches are in fact included in the suspect set, and topology error identification can proceed. On the other hand, a value of \( \cos \theta \) significantly less than 1.0 is an indication that at least one switching branch with wrong status has not been selected as suspect by the normalized Lagrange multiplier test \( \lambda^N_{o,i} > \lambda_t \). In this case the suspect set is redefined by decreasing the threshold \( \lambda_t \) and the cosine-test is re-applied to the new suspect set. This procedure is repeated until the cosine-test is satisfied. In the worst possible case, all switching branches represented in the bad data pocket model would be selected as suspect.

In applying the cosine-test, the question arises as how to conclude that the \( \cos \theta \) is “sufficiently close” to 1.0. Ideally, one would like to follow a procedure similar to the hypothesis testing approach used to define \( \lambda_t \) discussed above. However, that requires the statistical characterization of \( \cos \theta \) as a random variable, something that seems to be a nontrivial task due to the nonlinear form of Eq. (23). To circumvent the problem, we resort to a heuristic approach based on the comparison of the \( \cos \theta \) value with a threshold given by

\[
1 - \epsilon_{\cos}
\]

where \( \epsilon_{\cos} \) is a small positive number in the range \([0.01, 0.1]\). Thus, \( \cos \theta > 1 - \epsilon_{\cos} \) means that the suspect set includes all topology errors. The results obtained so far indicate that the performance of the \( \cos \theta \) is not critically dependent on the value chosen for \( \epsilon_{\cos} \), as illustrated in Section VII.

B. Hypothesis Testing Identification via Bayes Theorem

The proposed hypothesis testing aims at determining whether the system available information, represented by measurements and structural/operational constraints, support the current configuration of the system or some other hypothesis made about the status of the suspect switching branches. Therefore, we define the current status of the suspect switching branches as the null hypothesis, \( H_0 \). The alternative hypotheses, \( H_i \), represent all other status combination for the suspect set. Considering that \( n_{sb} \) switching branches among those represented in the network model have been selected as suspect, there will be \( 2^{n_{sb}} - 1 \) alternative status combinations.

We follow [14], [16] and apply Bayes’ theorem to determine a posteriori probabilities for each alternative hypothesis. According to Bayes’ theorem, the a posteriori conditional probability of \( H_i \) given that \( z \) holds, \( P(H_i|z) \), can be computed as:

\[
P(H_i|z) = \frac{f(z|H_i)P(H_i)}{\sum_{j=1}^{2^{n_{sb}}-1} f(z|H_j)P(H_j)}
\]

where \( P(H_i) \) is the a priori probability of hypothesis \( i \), provided as input data, and \( f(z|H_i) \) is the conditional probability density function. Assuming that the measurement error \( \epsilon \) and the state vector \( x \), are normally distributed, then \( f(z|H_i) \) is also normal and given by [14], [15]:

\[
f(z|H_i) = 2\pi^{-\frac{n}{2}} |V_i|^{-\frac{1}{2}} e^{-\frac{1}{2} (z-Hx)^T V_i^{-1} (z-Hx)}
\]

The techniques presented in [14] to efficiently compute both \( |V_i| \) and \( (z-Hx)^T V_i^{-1} (z-Hx) \) in Eq. (30) can be adapted to the topology error identification problem [15]. Besides, alternative hypothesis are modeled through modifications in matrix \( R_o \). Matrix modification techniques are then applied so as to restrict the need of state estimation only to the current network configuration (corresponding to \( H_0 \)) [15]. That is, no further state estimation runs are required to compute the a posteriori probabilities for the alternative hypotheses.
The topology error process is finally concluded by identifying the alternative hypothesis corresponding to the largest conditional probability as the correct configuration for the suspect set of switching branches.

C. Topology Error Identification Algorithm

The proposed methodology considers that topology error identification is performed through generalized state estimation carried out for the current status configuration of the anomaly zone. Prior to the state estimation itself, system observability and data criticality are investigated by performing generalized topological observability/criticality analysis.

The proposed identification process comprises two main steps: suspect switching branch selection and hypothesis testing identification. The following algorithm describes the topology error identification steps.

1. Define an initial threshold $\lambda_t$ and the tolerance $\epsilon_{\cos}$.
2. Compute Lagrange multipliers for operational constraints, $\lambda_o$, and the corresponding normalized values, $\lambda_o^N$. Let $\lambda_{o,\text{max}}^N = \max |\lambda_{o,i}^N|$.
3. If $\lambda_{o,\text{max}}^N \leq \lambda_t$, stop. Otherwise, a topology error has occurred. Proceed to Step 4;
4. (Suspect switching branch selection) Select as suspect all switching branches for which $|\lambda_{o,i}^N| > \lambda_t$;
5. Form $V_S$ from the linearly independent columns of $V$ associated to the suspect switching branches by using the criticality analysis results;
6. Compute $\cos \theta$ using Eq. (23) and apply the cosine test:
   - If $\cos \theta > (1 - \epsilon_{\cos})$, then all devices with wrong status are included in the suspect set, proceed to Step 7.
   - If $\cos \theta < (1 - \epsilon_{\cos})$, decrease $\lambda_t$ and return to Step 4.
7. (Identification step) Compute a posteriori conditional probabilities using Eq. (29) and identify the status combination associated to the hypothesis of largest probability as the correct configuration. (END)

VI. PRACTICAL ISSUES

In this section, we address some practical issues that must be dealt with when topology error identification is performed at the bus section level.

A. Islanding and Observability Problems

When going through the various status configurations corresponding to distinct alternative hypotheses, observability problems usually arise, since changes of breaker status can give rise to multiple, non-connected electrical islands. Some authors [19] have tackled such problems through a procedure that involves two steps: (a) identification of each island, and (b) assignment of a phase pseudo-measurement to a selected node of it.

The approach used in this paper eliminates the need of the island identification step above. This is accomplished by taking full advantage of the notion of a priori information introduced in subsection II-B. A priori values can be assigned to bus voltage angles and taken into account in the estimation process along with the measurements. In practice, those values (typically, $b_i = 0$ rad) play the role of phase pseudo-measurements. Their variances are such that, under observable conditions, the a priori values have little influence on the state estimates. On the other hand, they are able to render the system observable in cases of non-observability, such as those due to the occurrence of multiple, non-connected islands. The desirable feature of this approach is that state estimation can be performed for the whole system without the extra cost of identifying each island before assigning a phase pseudo-measurement to one of its nodes.

B. Applicability to Large Networks - Two-Stage State Estimation

The topology error identification presented in this paper relies on the explicit representation of switching branches in the network model. However, for real-sized power networks it is clearly infeasible to represent all system substations at the physical level, due to the prohibitive computational burden demanded by such a detailed model. Besides, that effort would be unnecessary, since most information regarding switching branch status are usually correct [20].

Therefore, our approach to anomaly detection and identification assumes that state estimation is performed in two stages, as proposed in [9] and used in [10], [12], [20]. In the first stage the network is modeled at the conventional bus/branch level, and well known bad data analysis [1], [2] is applied to detect the presence of anomalies. If any is detected, the results of the first stage are used to narrow down the region affected by the error. This region can be delimited by using different methods [10], [17], [20], and is a reduced network that comprises just a few buses.

The second stage performs anomaly identification and deals only with the reduced network. Since only its few substations have to be modeled at the physical level, the dimension of the detailed model is kept low. This makes it feasible to apply the topology error identification method proposed in this paper to the reduced network.

The results presented in the next section are concerned with the second stage above, and are thought to be typical examples of the described methodology.

C. Treatment of Gross Analog Measurements

Although in this paper attention is focused on topology errors, a similar methodology based on normalized Lagrange multipliers can be employed to identify gross errors on analog measurements. Notice that the formulation presented in Section III also provides the Lagrange multipliers associated with the analog measurements, $\lambda_m$, as a partition of the $\lambda$ vector (see Eq. (7)). Also, Eq. (3) clearly shows the close relationship between estimation residuals and Lagrange multipliers. In fact, normalized Lagrange multipliers associated to analog measurements convey the same information as the normalized residuals widely used for bad data analysis [1]. In [12], it
is formally shown that, for the single bad data case, the maximum normalized Lagrange multiplier points out the gross measurement, exactly as the maximum normalized residual also does.

Preliminary tests applying the proposed problem formulation to process only gross analog measurements indicate that, assuming adequate redundancy levels, the entries of $\lambda_m$ are the most affected by the errors (recall that in case of topology errors, that conclusion applies to subvector $\lambda_v$). Therefore, it is feasible to extend the remaining steps of the method to allow the identification of multiple gross measurements. However, more research effort is needed to investigate the simultaneous occurrence of topology errors and gross measurements. The same applies to multiple bad data involving leverage points [21].

VII. SIMULATION RESULTS

The IEEE 24-bus test-system has been used to assess the performance of the proposed topology error identification method, which has been implemented considering a linear model for the network. The test system data and the description of its substations are given in reference [22]. As discussed in Section VI-B, topology error identification is conducted at the substation level, that is, only the “zoomed area” is considered. Therefore, in what follows attention will be focussed on substations (STs) corresponding to buses 14, 15, 16 and 24 of the original system presented in [22]. Different types of tests have been performed on the selected substations, considering the various forms of topology error:

- Exclusion Error, when a transmission line which is actually in service is inadvertently excluded in the system model. (Notice that this kind of error may be due to incorrectly reported status of either a single or two or more switching branches);
- Inclusion Error, when a transmission line is erroneously included in the state estimation model;
- By-Pass Error, when an incorrect by-pass of the substation is reported to the system model.

The simulation results are separated into two groups, A and B. Figures 1 and 2 show the substation level model of the anomaly region, i.e. the zoomed area for Cases A and B, respectively. It is assumed that the flow at both ends of all transmission lines and the injection at each bus are monitored. Measurements have been simulated as noisy, with covariances around 2% of the true values. Structural and operational constraints are modeled as described in subsection II-A, and a priori values are considered as described in subsection II-B. The actual status of the switching branches and those among them for which the power flow is monitored are represented in Figures 1 and 2.

The simulated topology errors for Cases A and B are described in Table I. The second and third columns of the table show the error type and the switching branches (SBs) involved in each test. The correct and simulated status for those devices are presented in the two remaining columns of Table I, where “0” and “1” represents open and closed status, respectively.

In what follows, $f_{B_k}$ stands for the active power flow through circuit-breaker $B_k$. Also, $\Delta \delta_{B_k}$ is the angular difference across switching branch $B_k$.

A. Case A

Two topology errors have been simulated to the network represented in Figure 1: an exclusion error involving a single breaker and an inclusion error as described in Table I. The results obtained with the proposed algorithm for both cases are described next.

1) Exclusion Error - Single Breaker: In this case, the status of switching branch $B_6$ in Figure 1 is reported as open to the system model while its real status is closed. The criticality analysis in the first step of the algorithm indicates that the network is observable and there are no critical operational constraint. Table II shows the critical sets determined for the simulated configuration.

In the second step of the algorithm, $\lambda_t$ is initialized as 3.0. The results for this case is summarized in Table III.
One can note that the status of switching branch $B_6$ is the only one selected as suspect, what is confirmed by the cosine value shown in the second column of the Table. As a consequence, alternative hypothesis is restricted to the complementary closed status. The corresponding conditional probability value, shown in the last column of Table III, points out that the status of $B_6$ is in fact closed.

### TABLE II

Criticality Analysis Results for Case A1

<table>
<thead>
<tr>
<th>Critical Sets: $\zeta = {} $</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta_1$={$(P_2;i;f_{B_2} = 0)$; $\zeta_2$={$(P_1;i;f_{B_1} = 0)$; $\zeta_3$={ $(P_1;i;f_{B_1} = 0)$}</td>
</tr>
</tbody>
</table>

Taking into account the criticality analysis results, the suspect operational constraint shown in Table V are obtained. The cosine value is then computed by using Eq. (23). As also shown in the second column of Table VII, the cosine-test points out that all erroneous constraints have been selected as suspect. Therefore, the suspect set is composed by the corresponding switching branches shown in the last column of Table V.

### TABLE III

Suspect Set Selection Results for Case A1

| Suspect Op. Constr. | Suspect Set | $H_1$ | $P(H_1|z)$ |
|---------------------|-------------|-------|------------|
| $\lambda_t = 3.0$  | $\cos \theta$ | $B_9$ | 0.99999 | 1.00000 |

### TABLE IV

Criticality Analysis Results for Case A2

<table>
<thead>
<tr>
<th>Critical Sets: $\zeta = {} $</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\zeta_1$={$(P_2;i;f_{B_2} = 0)$; $\zeta_2$={$(P_1;i;f_{B_1} = 0)$; $\zeta_3$={ $(P_{12};i;f_{B_{12}} = 0)$}</td>
</tr>
</tbody>
</table>

### B. Case B

This subsection presents the results for Cases B1 and B2, related to Figure 2.

1) By-Pass Error: In Case B1 the status of switching branches $B_8$, $B_9$ and $B_{10}$ are erroneously modeled as described in Table I. As a consequence, a wrong by-pass is considered in substation 16. Critical operational constraints are avoided by extending the zoomed area, as previously discussed.

Table VII shows the results regarding the selection of suspect switching branches. The cosine value, also shown in the table, again confirms that all erroneous constraints have been selected.

### TABLE V

Suspect Set Selection Results for Case A2

<table>
<thead>
<tr>
<th>Suspect Operational Constraints</th>
<th>Suspect Set</th>
<th>$\lambda_t = 3.0$</th>
<th>$\cos \theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta_{B_10} = 0$</td>
<td>$\delta_{B_1} = 0$</td>
<td>$\delta_{B_2} = 0$</td>
<td>$\delta_{B_3} = 0$</td>
</tr>
<tr>
<td>$0.99999$</td>
<td>$B_{10}$</td>
<td>$B_1$</td>
<td>$B_2$</td>
</tr>
</tbody>
</table>

### TABLE VI

Hypotheses Testing Results for Case A2

| Suspect Set Hypotheses: $H_i$ | $P(H_i|z)$ |
|-----------------------------|------------|
| $\{0 \ 0 \ 0 \ 1 \ 1 \ 1 \}$ | 0.99996 |
| $\{0 \ 0 \ 0 \ 1 \ 1 \ 1 \}$ | 0.00001 |
| $\{0 \ 0 \ 0 \ 1 \ 1 \ 1 \}$ | 0.00001 |

The results obtained with the application of hypothesis testing indicate that conditional probability values are practically zero for all alternative hypothesis except for hypothesis $H_0 : \{1 \ 1 \ 0 \ 0 \ 0 \}$, whose probability value is found to be 1.0. Following the algorithm, the suspect status combination associated to hypothesis $H_0$ is assumed as the correct configuration. This leads to the identification of the by-pass error involving $B_8$, $B_9$ and $B_{10}$.

2) Exclusion Error - Multiple Breaker: In Case B2 the status of switching branches $B_1$ and $B_3$ are reported as open while they are actually closed, erroneously excluding the transmission line TL represented in Figure 2. The operational constraints selected as suspect with the first criterion ($\lambda_t = 3.0$) are shown in the first column of Table VIII. The corresponding cosine value is shown in the second column of the table. The cosine test ($\cos \theta < 1 - \epsilon_{\text{cos}}$) is clearly not
satisfied, which means that not all erroneous constraints have been properly selected. Following the algorithm in subsection V-C, threshold $\lambda_t$ is reduced and the process is repeated until the cosine-test is satisfied. This is achieved when $\lambda_t=0.5$. The third and fourth column of Table VIII show the suspect operational constraints and the cosine value in this case. The corresponding suspect switching branches are shown in the last column of the table.

<table>
<thead>
<tr>
<th>Suspect Operational Constraints</th>
<th>Suspect SB</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_{B_12} = 0$</td>
<td>$B_{12}$</td>
</tr>
<tr>
<td>$f_{B_9} = 0$</td>
<td>$B_9$</td>
</tr>
<tr>
<td>$f_{B_5} = 0$</td>
<td>$B_5$</td>
</tr>
<tr>
<td>$f_{B_1} = 0$</td>
<td>$B_1$</td>
</tr>
</tbody>
</table>

Hypothesis testing is then performed on the suspect set. The conditional probability value is found to be equal to 1.0 for alternative hypothesis $\mathcal{H}_8 = \{0 \ 0 \ 1 \ 1\}$ and practically zero for all remaining alternative hypothesis. One can easily verify that hypothesis $\mathcal{H}_8$ represents the correct status combination for the suspect set of switching branches.

Table IX shows the hypothesis testing results for cases B1 and B2, discussed in this subsection.

| Case | Error Type | Hypotheses          | $P(\mathcal{H}_8 | z)$ |
|------|------------|---------------------|------------------------|
| B1   | By-Pass    | $\mathcal{H}_8 = \{1 \ 1 \ 0 \ 0\}$ | 1.0000 |
| B2   | Exclusion  | $\mathcal{H}_8 = \{0 \ 0 \ 1 \ 1\}$ | 1.0000 |

C. Comparison of Computational Performance with Respect to the Re-Estimation Approach [12]

This subsection quantitatively compares the computational performances of the proposed topology error identification method and the approach based on repeated runs of the state estimator employed in [12]. In the former case, the performance index, denoted by $t_{Bayes}$, corresponds to the cpu time to run the base case state estimation and to determine the conditional probabilities for all alternative status configurations.

As for the method used in [12], the definition of a computational performance index is not so straightforward, since the number of runs of the state estimator that are performed until reaching the correct combination of circuit breaker statuses is a random variable whose value is unknown in advance. Since the maximum number of trials is $2^{n_{sb}}$, where $n_{sb}$ is the number of suspect breakers, we assume that, on average, the correct status configuration is reached in half of that number, that is, in $2^{n_{sb} - 1}$ trials, $n_{sb} > 1$. In addition, it has been verified that the cpu time to perform a single state estimation, $t_{est}$, does not vary significantly when the hypotheses vary, so that the computational performance index for the re-estimation method is defined as

$$t_{rec-est} = 2^{n_{sb} - 1} \times t_{est}$$

Table X presents the ratio between the two methods’ performance indices for all cases simulated in the previous subsections. Results have been obtained on a 800 MHz PC, using MATLAB version 6.0. It can be seen that, even for the case of a single alternative hypothesis, the Bayesian approach outperforms the re-estimation method, being almost twice as fast. The speed-up provided by the proposed method tends to increase as the number of suspect circuit breakers (and consequently the number of alternative hypothesis) grow, as also illustrated by the results presented in Table X.

<table>
<thead>
<tr>
<th>Error Type</th>
<th>$n_{sb}$</th>
<th>$t_{Bayes} / t_{rec-est}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exclusion (Single)</td>
<td>1</td>
<td>0.542</td>
</tr>
<tr>
<td>Exclusion (Multiple)</td>
<td>4</td>
<td>0.190</td>
</tr>
<tr>
<td>By-Pass</td>
<td>5</td>
<td>0.139</td>
</tr>
<tr>
<td>Inclusion</td>
<td>7</td>
<td>0.120</td>
</tr>
</tbody>
</table>

VIII. CONCLUSIONS

This paper presents a methodology for detecting and identifying topology errors in generalized state estimation. It is centered on the use of Bayesian-based hypothesis testing, which provides conditional probabilities for hypothesis made about the status of suspect devices. To enhance both the performance and the efficiency of the proposed approach, two additional procedures are incorporated in the identification process. A geometric test ensures that all devices with wrong status are included in the suspect set. In addition, criticality analysis allows that topology error identification proceeds even when the error involves members of critical sets.

The proposed methodology has been tested by using the IEEE 24-bus test system. Different types of topology errors involving substations with different layouts have been considered. The results confirm the efficiency of the suspect set determination and the robustness of the hypothesis testing identification. The method has been able to provide correct answers even when measurement redundancy is low. In those cases, critical constraints and critical sets tend to degrade the normalized Lagrange multipliers sensitivity, and consequently the identification process is subject to more severe conditions.
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